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1 Introduction

To discover drugs against human diseases a plethora of methodologies have been
developed since ever. These involve many research fields and activities ranging
from purely theoretical to experimental. Soon after computers were sold at reason-
able prices, many investigators in both pharmaceutical companies and nonprofit
research institutions realized the almost unlimited opportunities that the compu-
tational and data handling power of computers can offer for the very difficult task
of drug discovery. After the information technology revolution of the last three
decades, the coming years will be characterized by major successes in genomics
and proteomics. The cloning and sequencing of the human genome as well as
progresses in high throughput approaches to solve protein structures will generate
very valuable information on an ever increasing number of potential drug targets.
Drug design is significantly facilitated if the three-dimensional conformation of the
protein target is known at atomic level of detail. The large efforts invested in the de-
termination of protein structures by pharmaceutical and biotechnology companies
are the practical proof that the knowledge of the three-dimensional conformation
of a protein target is of paramount importance.

In this chapter we first review a number of approaches for structure based
computer-aided design. A detailed description of the continuum electrostatic ap-
proach developed in our research group for docking library of small to medium-size
fragments is then presented. Finally, an application to the p38 mitogen-activated

protein (MAP) kinase is discussed and a brief outlook ends this chapter.

2 Structure-based ligand design approaches

Computational tools that exploit the knowledge of the three-dimensional structure
of a protein target are used for de novo design [1, 2], improvements of lead com-
pounds, and to help in the selection of monomers to focus combinatorial libraries
[3]. Prioritization is done by empirical and knowledge-based scoring functions or
force field energy functions [4]. Ligands are built by connecting small molecular

fragments or functional groups, often rigid, or even atoms. In the latter case, the
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methods have shown significant flexibility with respect to the structures that can be
obtained [5, 6, 7]. The main disadvantage of compounds generated by atom-based
approaches is that they often have complicated structures and are in most cases
very difficult to synthesize. Hence, methods that build new compounds by combin-
ing predefined fragments are more popular. The number of newly created bonds
is small and therefore it is easier to control the chemistry, i.e., the synthesizability
and the chemical stability of the designed molecules. Furthermore, fragments are
easily modeled, since the model parameters, like partial charges, periodicity and
force constant of torsion angles, are assumed to depend mainly on the fragment
and only to a lesser extent on the rest of the structure.

Fragment-based ligand design may be achieved in two ways. In the first one,
small fragments are docked in the active site. The best positions of each fragment
type are retained and connected to generate candidate ligands. Alternatively, an
anchor fragment is docked in the binding site and the ligand is grown starting from
it. Both approaches should not be considered as mutually exclusive, but rather as
complementary since they are useful to generate candidate ligands with different

physico-chemical characteristics and structural properties.

2.1 Methods based on the connection of docked fragments

This approach has the advantage that the fragments occupy optimal positions and
are oriented such that their interaction with the protein is favorable. On the other
hand, the geometry of the bonds connecting the fragments to each other or to a
central template is not optimal and has to be accepted with a certain tolerance
initially. The mapping of a binding site and fragment assembly into complete
ligands can be performed by separated programs [8, 9] or integrated in a single
computational tool [10]. For site mapping, two main approaches have emerged:
the first is based on binding site shape descriptors and the second on multiple-copy
techniques.

With the program GRID [11], Goodford pioneered the use of molecular probes
to explore the surface of a protein and search for energetically favorable positions.

The interaction energies are then mapped onto a grid which describes the regions
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of attraction between a probe and the protein. The surface descriptors thus ob-
tained can be used to screen a 3D database of small compounds. This task can be
performed by the program CLIX [12]. For each molecule, CLIX attempts to make
a pair of substituents spatially coincide with a pair of favorable interaction sites
proposed by GRID.

Several docking programs can map a protein binding site using small to medium
size molecular fragments, either rigid or partly flexible. The program DOCK was
first based on rigid docking and the use of geometrical criteria to judge the com-
plementarity between receptor and ligand, and was therefore fast enough to screen
databases for leads [13]. DOCK uses spheres complementarity to the receptor
molecular surface to create a space filling negative image of the receptor site. Sev-
eral atoms of the ligand are matched with spheres which define the binding site.
Flexibility [14] and a force-field like energy function for scoring [15] were included
in later development of the program. DOCK has been used to find novel micro-
molar inhibitors of enzymes [16, 17]. FlexX [18] is a program for the fast docking
of medium sized flexible ligands. It first positions a fragment of the ligand by
mapping three interaction centers of the fragment onto three interaction points of
the receptor. The ligand is then constructed in an incremental way and Bohm's
empirical function is used for scoring [19]. It is fast enough to allow screening of
small databases of ligands. The docking of hydrophobic fragments has been slightly
improved [20] and the algorithm has been extended to predict the location of water
molecules in the binding site [21].

A number of genetic algorithms have been suggested for docking [22, 23, 24].
They combine speed with simplicity of concept. For example, GOLD [22] is based
on a genetic algorithm that encodes in the chromosomes the values of the dihedral
angles around rotatable bonds and positions the ligand in the binding site by a
simple least squares fitting that maximizes the number of intermolecular hydrogen
bonds. It also allows flexibility around bonds to hydrogen bonds donors and ac-
ceptors in the receptor. GOLD uses a force field with a simple approximation of
solvation consisting of precalculated atom type-based hydrogen bond energies. The

method has been tested on 100 complexes leading to a success rate, defined by the
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authors in a rather subjective way, of about 70% for redocking into the complexed
conformation [25]. Docking into the unbound conformation was tested on only
three examples and gave mixed results [25]. An accurate treatment of solvation is
essential for docking into a flexible binding site [26].

Multiple-copy techniques use numerous fragment replicas, each transparent to
the others but subject to the full force field of the receptor, to determine energeti-
cally favorable positions and orientations (functionality maps) of small molecules or
functional groups in the binding site of a protein [27, 28, 29] or RNA [30]. Although
the multiple copy simultaneous-search (MCSS) method was originally proposed in
the context of a rigid receptor [28], it was extended to allow for ligand and receptor
flexibility [29, 31, 32].

Recently, we have developed a new continuum solvation approach that can be
used for efficiently docking fragments into a rigid receptor (SEED [8]). It combines
the advantages of shape descriptors and multiple-copy methods. Polar and apolar
vectors are distributed on the surfaces of the receptor binding site and the frag-
ments, and matched with each other, allowing an exhaustive docking on a discrete
space. The main advantage of SEED over other docking programs is the com-
prehensive treatment of electrostatic solvation effects in an efficient and accurate
manner. SEED will be described in further details in section 3.

The large amount of structural information in the functionality maps can be
exploited by other programs. The docked fragments can be linked together with
smaller [9, 33] or larger [34, 35, 36] linkers. The program CAVEAT [34, 35] was de-
signed to search, in an interactive manner, 3D databases for molecular frameworks
that can position functional groups in specific relative orientations. CAVEAT fo-
cuses on relationships between bonds; methods are implemented to identify and
classify structural frameworks. The HOOK algorithm [36] connects a set of func-
tional groups previously docked in a binding site using “skeletons” from a database,
on which “hooks” are defined. The linkage is accomplished by fusing the hooks
with two or more methyl groups from the functional groups. Computational com-
binatorial ligand design (CCLD) [9] is also based on docking of functional groups
with MCSS or SEED [8]. The fragments are ranked according to an approximated
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binding free energy. After classifying positions into overlapping (i.e., mutually ex-
cluding) and bonding (i.e., possibly bound by small linkers) pairs, CCLD creates
ligands by linking the docked fragments with the most favorable of small linkers. To
avoid combinatorial explosion, growing is discontinued when the average binding
free energy of the fragments in the new ligand exceeds a user-specified threshold.

Some programs integrate both site mapping and fragment assembly. LUDI [10,
37] makes extensive use of empirical information derived from structural databases.
Interaction sites that indicate possible positions for functionalities complementary
to the receptor are defined and used to dock fragments from a library. Alternatively,
the output of GRID can be used for the definition of interaction sites. The fragment
are fitted on the interaction sites with the algorithm published by Kabsch [3§]
and are connected with small linkers. Interaction geometries were derived from
structural data on small organic molecules [39, 40]. The scoring function used
in LUDI is empirical [19]. The program was extended to take into account the
synthetic accessibility of the constructed molecules [41]. The program SPROUT
[42] can deal either with a three-dimensional experimental structure of the receptor
or with a pharmacophore model derived from known inhibitors. Target sites in
the binding pocket are identified and labeled by type. Fragments, from a library
presorted according to atomic and molecular properties, are selected and overlaid
on a target site. Once fragments have been docked into all of the target sites, the
linking procedure is performed taking into account the identity of the fragments. In
the second phase, atom types are exchanged with others of the same hybridization
state in order to find a combination with optimal interactions with the binding
site.

In an effort to remain close to the progresses of modern chemistry, a number of
computational tools were further developed to facilitate the design of combinatorial
libraries. CombiDOCK is a modifed version of DOCK to efficiently screen a large
combinatorial library for a receptor [43]. CombiDOCK first positions the scaffolds
in the binding site and, for each scaffold orientation, all potential fragments are at-
tached. The interactions between substituents and receptor are individually scored

and factorial combinations of fragments are suggested. In LUDI, a new procedure
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has been implemented to focus the design on a chemical reaction, amenable to

parallel chemistry [41, 44].

2.2 Methods based on the progressive build-up of ligands

Ligand build-up is a powerful stepwise strategy for de novo ligand design. It starts
with a seed fragment placed in an appropriate region of the binding site. New
ligands are then grown by sequentially appending building blocks (fragments or
atoms). To avoid combinatorial explosion, a large fraction of all building blocks
is discarded at every step according to some heuristic scoring. This method has
the advantage that the newly formed chemical bonds have a correct geometry and
that the intraligand interactions can be taken into account during the design. On
the other hand, build-up approaches have difficulties to generate ligands that bind
to different pockets if these are separated by gap regions that do not allow specific
interactions. Moreover, the success of the growing procedure and therefore the
quality of the designed molecules depends dramatically on the position of the seed,
since the latter is usually kept fixed. The seed position(s) can be determined from
X-ray or NMR structures of ligand-protein complexes. If no structure is available,
seeds must be obtained by manual or computer-aided docking. Many programs
that implement the build-up strategy have been described in the literature and the
following list is not exhaustive.

GenStar [45] and LEGEND [46, 47] use single atoms as building blocks. GenStar
grows sequentially structures which are entirely composed of sp3 carbons. It allows
branching and rings formation. For each new atom generated, several hundred
candidate positions with acceptable bond geometries are generated. Each position
is scored based on a simple binding site contact model and the selected position is
chosen at random among the highest scoring cases. LEGEND works in a similar
way but uses the MM2 force field [48]. The choice of the atom type is driven by
the protein electrostatic potential value at the atom position.

GroupBuild [49] and SMoG [50, 51] use a library of organic compounds to design
ligands. In both programs, each candidate fragment is attached to the growing

structure and rotated around the new bond in fixed increments. In GroupBuild a
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standard molecular mechanics potential function is used to rank the candidates.
The chosen fragment rotamer is randomly selected among the top 25% fragment
positions. SMoG uses a knowledge based potential for the ranking. The lowest
energy rotamer’s acceptance is determined by a Metropolis Monte Carlo criterion
which compares the new energy per atom with and without the candidate fragment.

The build-up strategy has also been implemented in the programs GROW [52],
LUDI [41], and PRO_LIGAND [53]. Their library of fragments is however re-
stricted to amino acids and amino acid derivatives. This has the advantage that
the designed ligands are synthetically accessible, but the explored chemical space
is relatively small. Moreover the energetics of the ligand can be studied by well
parameterized force fields. On the other hand, peptides, besides their poor pharma-
cological properties, represent special problems due to their great conformational
flexibility. This latter is taken into account by using multiple conformers for each
amino acid. The main differences between these three programs lie in the scoring
functions used to rank the ligands, and in the way the conformation libraries for
the amino acids are generated. GROW’s scoring function is based on the AMBER
force field [54] supplemented by a solvent accessible surface approximation of solva-
tion [55]. LUDI and PRO_LIGAND use empirical scoring functions combined with
a rule based interaction site strategy [19, 56]. The GROW and PRO_LIGAND
libraries contain low energy conformations whereas LUDI uses conformations ex-

tracted from high-resolution protein structures.

2.3 Binding energy

Ligand design involves the extension of the docking problem into chemical space.
The degrees of freedom to be optimized are not only the positional and conforma-
tional variables of a particular compound, but, additionally, its chemical identity.
This point of view makes one important problem in the field of ligand design par-
ticularly clear: the quality of the scoring or energy function used to evaluate the
different solutions. When the search space is very limited as for example in the first
programs that performed rigid docking [13] a very simple energy function based

on geometrical criteria was sufficient to recognize the correctly docked structures.
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When flexibility in the ligand (and the protein) is allowed, the effect of solvation
has to be taken into account [26] to avoid sampling irrelevant parts of the confor-
mational space. A simple example shows the higher quality requirements on the
scoring function for design purposes: assuming the charge on an atom in a designed
ligand is a (continuous or discrete) variable of the optimization, any simple force
field based energy function would tend to maximize the total charge [57]. This is
however in disagreement with empirical data. Although sometimes high affinity
may be due to ionic interactions, often the desolvation penalty of full charges on
the ligand and the protein is stronger than the direct interaction. Desolvation is the
change in the solvation energy of the ligand and the receptor due to the displace-
ment of high dielectric solvent by low dielectric solute upon complex formation.
This further indicates that the scoring function should correspond to a difference
between the free and the complexed states. The calculation of such differences is
not necessary in docking because the term corresponding to the free state identi-
cally cancels. Accurate and reliable prediction of the absolute binding free energy
for a medium-sized flexible ligand is currently beyond the limits of routine calcula-
tions, since it also includes finding the most probable conformations in water and
averaging with the correct thermodynamic weights. Furthermore, in ligand design
free energies are assumed to be additive, although it is clear that this is only a
crude approximation [58]. The main task for a scoring function in a ligand design
program is to find the conformations with the lowest energies for every chemical
species (be that an atom, fragment or complete ligand) and in the case of different
chemical entities (for example a benzene and a guanidinium docking in the same
binding pocket) to decide which yields the lowest binding free energy. Both tasks
and especially the latter are not straightforward and will most probably have to be
addressed at different levels of accuracy during different stages of the design pro-
cess. Recently, methods based on the combination of several models (multi-layer
scoring system, consensus scoring) have been shown to increase the predictivity
[59] and to reduce the number of false positives suggested by individual scoring

functions [60].



3 The SEED approach

Figure 1 shows a flow-chart of the library docking program SEED. A brief explana-
tion is given here while further details of the method, e.g., the clustering procedure
and evaluation of the van der Waals interactions, can be found in the original paper
[8]. Different types of fragments are docked in the order specified by the user. After
each fragment placement the binding energy is estimated. The binding energy is
the sum of the van der Waals interaction and electrostatic energy with continuum
solvation. Each fragment type is docked after all placement—energy evaluations of
the preceding fragment type have been made. The fragment docking procedure
and electrostatic energy evaluation are outlined in this section. For the docking of
a library of 100 fragments into a rigid binding site of about 25 residues, the latest
version of SEED requires about 5 hours of CPU time on a single processor (195
MHz R10000 or PentiumIIT 550 MHz). For more than one processor the speed-up
is linear so that the docking of a library of 1000 fragments would require about 6

hours on a cluster of eight commodity-price processors.

3.1 Fragment docking

The binding site of the receptor is defined by a list of residues which are selected
by the user. Fragments are docked using the polar vectors if they have at least one
H-bond donor or acceptor. Due to this definition some ”polar” fragments can have
considerable hydrophobic character (e.g., diphenylether). Therefore they are also
docked by the procedure for nonpolar fragments unless otherwise specified by the

user.

Docking of polar fragments. These are docked so that one or more hydrogen
bonds with the receptor is formed. The fragment is then rotated around the H-
bond axis to increase sampling. Fig. 2 shows the sampling of docked positions for
pyrrole and acetone around a tyrosine side chain. Ideal and close-to-ideal hydrogen

bond geometries are sampled in a discrete but exhaustive way.



10

Docking of nonpolar fragments. The hydrophobicity maps [61] are used to
dock nonpolar fragments. The points on the receptor SAS are ranked according to
the sum of van der Waals interaction and receptor desolvation [61, 62|, and the n
most hydrophobic points (where n is an input parameter) are selected for docking.
As an illustrative example, Fig. 3 shows the most hydrophobic points on the ATP
binding site of the p38 MAP kinase. For both the fragment and the receptor,
apolar vectors are defined by joining each point on the SAS with the corresponding
atom. Finally, nonpolar fragments are docked by matching an apolar vector of
the fragment with an apolar vector of the receptor at the optimal van der Waals
distance. To improve sampling, additional rotations of the fragment are performed
around the axis joining the receptor atom and fragment atom (Fig. 2). To increase
efficiency nonpolar fragments are discarded without calculation of the electrostatic
energy if the van der Waals interaction is less favorable than a threshold value.
For both polar and nonpolar fragments, the docking is exhaustive on a discrete
space. The discretization originates from the limited number of preferred directions
and rotations around them. Fragment symmetries are checked only once for every

fragment type and are exploited to increase the efficiency in docking.

3.2 Electrostatic energy with continuum solvation

The main assumption underlying the evaluation of the electrostatic energy of a
fragment-receptor complex is the description of the solvent effects by continuum
electrostatics [62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72]. The system is parti-
tioned into solvent and solute regions and appropriate values of the dielectric con-
stant are assigned to each region. In this approximation only the intra-solute
electrostatic interactions need to be evaluated. This strongly reduces the number
of interactions with respect to an explicit treatment of the solvent. Moreover it
makes feasible the inclusion of solvent effects in docking studies where the equi-
libration of explicit water molecules would be a major difficulty. In docking and
even more so in ligand design, the electrostatic effects of the solvent have to be
modelled accurately; it has been shown that the continuum dielectric model pro-

vides an efficient and useful approximation of molecules and molecular complexes
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in solution [62, 63, 73].
The difference in electrostatic energy in solution upon binding of a fragment to

a receptor can be calculated as the sum of the following three terms [9, 65]:

e Partial desolvation of the receptor: electrostatic energy difference due to the

displacement of high dielectric solvent by the fragment volume.

e Screened receptor-fragment interaction: intermolecular electrostatic energy

between the fragment and the receptor in the solvent.

e Partial desolvation of the fragment: electrostatic energy difference due to the

displacement of high dielectric solvent by the receptor volume.

The definition of the solute volume, i.e., the low dielectric volume, is central in
the evaluation of these energy terms with a continuum model. The solute-solvent
dielectric boundary is described by the molecular surface (MS) of the solute [74].
A grid covering the receptor is utilized to identify the low dielectric volume. In
a first step the volume occupied by the isolated receptor is defined on the grid.
Subsequently for every position of a docked fragment the volume enclosed by the
MS of the fragment-receptor complex is identified.

The screened fragment-receptor interaction and the fragment desolvation are
evaluated with a grid-based implementation [62, 63| of the generalized Born (GB)
approximation [68, 69, 70, 71, 72]. The GB approach would be too time con-
suming for the evaluation of the desolvation of the receptor which is calculated as

described below.

Receptor desolvation. The electrostatic desolvation of the receptor accounts
for the loss of receptor-solvent favorable electrostatic interactions due to the re-
moval of part of the highly polarizable solvent to accommodate the volume of the
fragment. This contribution always disfavors association and can be calculated
within the assumption of continuum electrostatics [62, 63, 64, 68, 69, 70, 71, 72].
The electrostatic energy E of the receptor in solution can be expressed in terms

of the electric displacement vector D (¥) and of a location dependent dielectric
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constant ¢ () as an integral over the three-dimensional (3D) space R* [75]:
1 D2(&

== /R 3 T:(z)) &z (1)
Since D (%) is additive, for point charges it can be rewritten as a sum over all
charges 7 of the receptor:

B(@) =Y 5@ )

i

For what concerns the electrostatics, the displacement of solvent by the fragment
volume at the surface of the receptor has the only effect of modifying the dielectric
properties in the space occupied by the fragment. Over this volume the dielectric
constant changes from the solvent value (e,) to the solute value (¢,). Usually, €,
is set to 78.5 which is the value of water at room temperature, while the value of
€p, can range from 1 to 4. In the limit in which D (Z) does not change significantly
upon docking of the ligand, the variation of the electrostatic energy of the receptor
(i.e., the desolvation) can be written according to equation 1 as an integral over
the volume occupied by the fragment (Vi,zment):

AEdesolv — l/v 52 (f) dgl‘ (3)
i

ragment

where 7 = Ei — Ei A 3D grid is built around the receptor and equation 3 becomes:

P

T

AEdesolv - Z D2 ( _]‘C)AV}C (4)

k € Vfragment

where the index k£ runs over the grid points occupied by the fragment. The grid
spacing is usually 0.5 A. The electric displacement of every charge of the receptor
can be approximated by the Coulomb field [62, 71, 76]:

-Ta 5 5)
where 7; is the position of the receptor atom 7 and ¢; its partial charge. Equation 5
is an analytical approximation of the total electric displacement and fulfills the
condition of validity of equations 3 and 4, i.e., D (%) is independent of the dielectric
environment. The receptor desolvation in the Coulomb field approximation results
from equation 4 together with equation 5:

AEdesolv — l ; (fk f
sy (Tel=

T - —
kevfragment ? ‘xk
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The volume occupied by a docked fragment is the part of the volume enclosed by
the MS of the complex that was not occupied by the isolated receptor. It consists
of the actual volume of the fragment and the interstitial volume enclosed by the
reentrant surface between fragment and receptor.

It is important to note that the desolvation of a charged ion by a small nonpolar
sphere at a distance r from the ion varies approximately as r% (equation 6). This
is a very short range effect if compared with the ion electrostatic potential which
varies as %

Screened fragment-receptor interaction. The fragment-receptor interaction
in solution is calculated via the GB approximation [68]. In a solvent of dielectric
constant €,, the interaction energy between two charges embedded in a solute of

dielectric constant ¢, is

i q:q; q:4q;T
pont — 241 1) (7)
"I €p’l“i]‘ RZC;B

where 7 = L+ — L
€p

€w’

2
RQB = T~2‘ + ReffReffel‘p <7l]) (8)
" K i eff peff
AR RS

and g; is the value of the partial charge ¢, while r;; is the distance between charges
1 and j. Rfff is the effective radius of charge 7 and it is evaluated numerically on a
3D grid covering the solute as described in [62]. It is a quantity depending only on
the solute geometry and represents an estimate of the average distance of a charge
from the solvent.

The intermolecular interaction energy is calculated as:

int __ int
E™ = Z E;; 9)
i€ fragment
j€Elist;

where list; contains the receptor atoms belonging to the neighbor list of atom
i. The electrostatic neighbor list includes all the receptor atoms of the van der
Waals neighbor list and one atom for every charged residue whose charge center
is within a distance of 13 A from the closest binding site residue. Supplementing

the van der Waals neighbor list with a monopole approximation of distant charged
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residues dramatically reduces the error originating from the long range electrostatic

interactions.

Fragment desolvation. The fragment intramolecular energy in solution is cal-

culated with the GB formula as described in [62]:

se 4.4, q;q;T
p- Y opve y (fnosn) 10
ij

i€ fragment ] i>j €EpTij
i,j€ fragment

where the two sums run over the partial charges of the fragment. Equation 10
differs from equation 9 due to the presence of the self-energy term ¥°; ES/ . This
term is not zero only in the case of intramolecular energies. Eiself is the self-energy
of charge 7 and represents the interaction between the charge itself and the solvent.

It is calculated as [62, 71]:

2 2
Eiself _ q; a7 (11)

T 2R We,  9plT

RYW is the van der Waals radius of charge 1.

where
The difference in the intramolecular fragment energy upon binding to an un-

charged receptor in solution is:
AE = Edocked o Efree (12)

where E%cked and Efr¢¢ are the energies in solution of the fragment bound and
unbound to the receptor, respectively. They are evaluated according to equation 10.
For the unbound fragment (E/"*¢) the effective radii are calculated considering as
solute the volume enclosed by the molecular surface of the fragment. For the bound
fragment (E49°%*¢?) the solute is the volume enclosed by the molecular surface of the
receptor-fragment complex. E/7¢ is evaluated only once per fragment type, while

Edocked is vecalculated for every fragment position in the binding site.

3.3 Validation

The approximations inherent to our continuum electrostatic approach were vali-
dated by comparison with finite difference solutions of the Poisson equation [8].

For this purpose, the three electrostatic energy terms were calculated with SEED
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and UHBD [67, 77| for a set of small molecules and ions distributed over the binding
site of thrombin and at the dimerization interface of the HIV-1 aspartic protease
monomer. The molecule set included acetate ion, benzoate ion, methylsulfonate
ion, methylammonium ion, methylguanidinium ion, 2,5-diketopiperazine, and ben-
zene. The total number of fragment-receptor complexes analyzed were 1025 for
thrombin and 1490 for the HIV-1 protease monomer. The agreement between the
two methods is very good, and better for solute dielectric constant of 4.0 than 1.0
(see Table IT of [8]). It was also shown that systematic errors (slope # 1) are in-
dependent of the receptor and the solute dielectric constant and consequently can
be corrected by the use of appropriate scaling factors for the different energy terms

62].

4 Illustrative application

4.1 The MAP kinase family

Mitogen-activated protein (MAP) kinases are essential enzymes for intracellular sig-
nalling cascades because they phosphorylate several regulatory proteins. They are
responsive to hormones, cytokines, environmental stresses, and other extracellular
stimuli, and are activated by a dual phosphorylation of a threonine and a tyrosine
residues in a TXY motif in the so-called phosphorylation lip. A MAP kinase is
characterized by its downstream substrates and by the kinases by which it is prefer-
entially activated. The best characterized MAP kinases are the extra-cellular-signal
regulated kinases ERKs (TEY activation motif) [78, 79], the c-Jun N-terminal
kinases JNKs (TPY motif) [80, 81, 82], and p38 (TGY motif) [83, 84, 85, 86].
p38 MAP kinase (also called CSBP2) plays a role in processes as diverse as tran-
scriptional regulation, production of interleukins, and apoptosis of neuronal cells.
Inhibitors of p38 activity could therefore be useful as a treatment strategy for
inflammatory and neurodegenerative diseases.

All unphosphorylated forms of MAP kinases have a similar topology, which con-
sists of two domains separated by a substrate-binding cleft [87]. The N-terminal

domain incorporates the glycine-rich loop, which contains the ATP binding motif
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GXGXXG, while the C-terminal domain contains the magnesium sites, the cat-
alytic base, and the phosphorylation “lip” with the TXY motif (Fig. 4). Yet, some
noticeable differences affect the geometry of the ATP-binding site: i) the phos-
phorylation lips vary in sequence and structure, ii) the relative orientation of the
two domains is different leading to different domain interface shapes, and 4ii) some
residues in the ATP-binding site are different, e.g., at position 106 (sequence num-
ber according to p38) there is a Thr in p38, a Gln in the ERKs, and a Met in the
JNKs.

4.2 Specific inhibitors of p38

The CSAID™ (cytokine suppressive anti-inflammatory drugs) class of anti-inflammatory
compounds inhibits the synthesis of cytokines, such as interleukin-1 and tumor
necrosis factor, by specific inhibition of the p38 MAP kinase [83, 88, 89]. They

have a common chemical pattern: a central five-membered ring, either imidazole

or pyrrole, substituted by a pyridine or a pyrimidine ring at C-5, a fluorinated or io-
dinated phenyl ring at C-4, and a third substituent at position N-1 or C-2 (Fig. 5).
These low—molecular weight inhibitors and their analogs bind to the ATP-binding

cleft of the unactivated form of p38 and are competitive with respect to ATP. They

are potent inhibitors, with ICsy in the nanomolar range, and highly selective for

p38 compared to the other MAP kinases.

Both biochemical and structural data suggest that the specificity towards p38
kinases is determined by differences in nonconserved regions within or near the
ATP binding site. In particular, a site-directed mutagenesis study demonstrated
the crucial role of Thr106 [90]. The determination of the three-dimensional struc-
tures of the apo, unphosphorylated human and murine p38 MAP kinases, free and
bound to various small-sized inhibitors, allowed to gain more insights into the struc-
tural affinity and specificity determinants of the p38 binding site [91, 92, 93, 94].
The binding modes of the inhibitors share common properties: the pyridine or
pyrimidine nitrogen acts as hydrogen bond acceptor for the Met109 backbone NH
and the phenyl ring is inserted into a mainly hydrophobic pocket, delimited by the

Lysb3 and Thr106 side chains. The former feature is analogous to what is observed
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in complexes with ATP and with other protein kinase inhibitors [95, 96, 97, 98|.
Conversely, the latter is unique to p38. The third substituent of the central scaffold
may also be involved in inhibitor selectivity by interacting with various residues of
the glycine-rich loop and occasionally with the Asp168 side chain. The imidazole
scaffold is hydrogen-bonded to the Lys53 side chain. Despite these common proper-
ties of inhibitor binding, the detailed organization of the binding cleft differs in the
structures of the complexes between p38 and two series of inhibitors [93, 94]. The
loop containing the ATP binding motif adopts different orientations, leading to a
more or less open site, and the side chain orientation of some critical residues, e.g.,
Lysb3, Thr106, and Asp168, depends on the presence or absence of the inhibitor
in the site, as well as on the type of inhibitor [93, 94]. Overall, the ATP binding

site of p38 displays a remarkable flexibility.

4.3 Docking of molecular fragments with SEED

Fragment library. A library of 70 mainly rigid fragments ranging in size from
7 to 31 atoms was used in this study. It contains 17 apolar fragments (no hydro-
gen bond donors or acceptors), 39 polar and neutral compounds, and 14 fragments
with one or two formal charges (Table 1). Many of the molecular frameworks found
frequently in known drugs [99] are included (e.g., benzene, pyridine, naphthalene,
5-phenyl-1,4-benzodiazepine, etc.) and some of them can be used for the synthesis
of combinatorial libraries in the solid phase [100] or by portioning and mixing [101].
Fragment structures were generated with the molecular modelling program WIT-
NOTP (A. Widmer, Novartis Pharma Basel, unpublished). For each fragment
type, all of the low-energy conformations are included in the library (e.g., cis and
trans for 2-butene). Partial charges were assigned with an iterative method based
on the partial equalization of orbital electronegativities (MPEOE, [102, 103]). The
MPEOE implementation in WITNOTP reproduces the all-hydrogen CHARMm22
parameter set (Molecular Simulations Inc.) for proteins and proteinaceous frag-
ments. Fragment coordinates were minimized with the program CHARMM [104]
and the CHARMm22 parameter set to an average value of the energy gradient of

0.01 kcal /mol A using a linear distance-dependent dielectric function.
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SEED input parameters. The same input parameters as in Table T of the
original SEED paper [8] were used except for the following ones. The interior
dielectric constant was set to 4 to model the electronic polarizability and dipolar
reorientation effects of the solute [105]. The number of apolar vectors was increased
from 100 to 150 because of the very large binding site (see below). Finally, the
radius of the probe sphere for the definition of the SAS (used for the selection of the
apolar vectors) was set to 1.4 A (instead of 1.8 A) to better define microcavities
and small crevices. A preselection of the positions of the fragments was made
by discarding those whose geometric center was outside a sphere of 10 A radius
centered on the center of the binding site. All polar fragments were docked using

both polar and apolar surface points.

System set-up. The structure of the human p38 with the inhibitor SB203580
inside the ATP binding site [94] was downloaded from the PDB (code 1a9u [106]).
The water molecules and the inhibitor were removed. Hydrogen atoms were added
with the program WITNOTP. Partial charges were assigned to p38 with the MPEOE
method [102, 103] implemented in WITNOTP which, as mentioned above, repro-
duces the all-hydrogen MSI CHARMm22 parameter set. The following thirty-two
residues of the ATP binding site were used by SEED to position the apolar and
polar surface points for docking: Val30, Gly31, Ser32, Gly33, Ala34, Tyr35, Gly36,
Ser37, Val38, Cys39, Valb0, Alab1, Valb2, Lysb3, Glu71, Leu75, Tle84, Gly85,
Leu86, Leul04, Vall05, Thr106, His107, Leul08, Met109, Gly110, Alal11, Aspl12,
Asn1b55, Leul67, Asp168, and Argl73.

Description of the binding site. On Fig. 3 the most hydrophobic regions of
the ATP binding site are displayed together with the most hydrophobic points.
The hydrophobic regions were determined using the method developed by Scarsi
et al. [61]. Five hydrophobic regions of concave shape were found. They will be
referenced as pockets 1 to 5 henceforth. Region 5 is almost flat and pockets 2 and
4 are less concave than pockets 1 and 3. Pocket 1, located between the Thr106 and

Lysb3 side chains, is occupied by the phenyl group of the known inhibitors, while



19

pocket 2, lined by the Thr106 and Met109 side chains, is occupied by the pyridine
or pyrimidine cycle. The N-substituent of the central imidazol or pyrrole groups
is in contact with pocket 5, close to the Val30 and Val38 side chains. Surprisingly,
pockets 3 and 4 are empty in the available crystal structures of the MAP kinase
p38/inhibitor complexes.

The backbone NH of Met109 and the side chains of Lys53, Tyr35, Arg67, and
Argl73 are hydrogen bond donors in the protein binding site, that can interact
with candidate ligands. Interesting hydrogen bond acceptors are in the side chains

of Aspl168, Glu71, and Tyr35.

4.4 p38 functionality maps

The library used in this study contains 4-(4-fluorophenyl)-1-methyl-5-(4-pyridyl)-
imidazole (Compound 1, Fig. 5) that is a close analog of a class of potent CSAID™"
inhibitors of p38 [83, 88, 89]. Compound 1 has three of the four rings of the known
inhibitors but lacks the C-2 substituent of the imidazole. Figure 6 shows that
SEED docks compound 1 in the right orientation (heavy atom root mean square
deviation of 0.9 A from the position of the inhibitor SB203580, PDB code 1a9u [94])
and ranks it as best, among the 70 fragments of the library, with a very favorable
van der Waals energy (Table 2). Furthermore, the aromatic rings of the second and
third best fragments, diphenylether and dibenzocyclohexane, overlap the pyridine
and phenyl rings of the inhibitor SB203580. To better describe the SEED results,
the functionality map discussion is divided into three subsections according to the

polar character of the fragments.
4.4.1 Fragments docked using the apolar vectors

Common trends are observed for most of the apolar fragments containing a phenyl
ring, on one hand, and for most of the alkyl groups, on the other hand. Generally,
all hydrophobic pockets accommodate apolar fragments, but some preference is
observed for pockets 1 to 4, while pocket 5 is less favorable because it is almost
flat. As expected, the electrostatic intermolecular term and the desolvation of the

apolar fragment are negligible. We describe the results obtained with benzene and
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cyclohexane, as representative functional groups. Diphenylether, the fragment with
the second best binding energy in the library after compound 1, is also analyzed
to describe the behavior of slightly polar fragments docked as apolar fragments.
In general, the functionality maps of nonpolar fragments are consistent with the
available structural data. Moreover, they indicate that the binding affinity might
be improved by supplementing the known ligands with substituents that fill the
pockets 3 and/or 4.

Benzene. A large energy gap (about 4 kcal/mol) is observed between the repre-
sentative of the first cluster and the representatives of the other clusters. Moreover,
the nine remaining members of the first cluster also have a more favorable energy
than the positions in the following clusters. This difference is mainly due to the
large favorable van der Waals term (Table 2). The first cluster of benzene is embed-
ded in the hydrophobic pocket 1, where the phenyl group of the known inhibitors
is placed. The orientation of its members is also similar to that observed in the
crystallographic structure (Fig. 7). The representatives of the remaining clusters
display close energy values. The other apolar fragments containing a phenyl ring
(e.g., naphthalene, tetraline, N-methyl indole, and dibenzocyclohexane) show the
same behavior: there is a large energy gap (from 2.5 to 4.0 kcal/mol) between the
position of the first cluster and the other cluster representatives. The phenyl ring
of the best position is located in the hydrophobic pocket 1, except for N-methyl

indole whose substituted five-membered ring is placed in hydrophobic pocket 1.

Cyclohexane. Very close binding energies are obtained for the first four cluster
representatives (Table 2), although they are in four different regions of the binding
site. However the repartition between the different energy terms is not similar: the
fragments found in the hydrophobic pockets 1 and 3 display a more favorable van
der Waals term than those in the pockets 2 and 4. Conversely, the electrostatic
desolvation term of the receptor is more favorable in the latter regions than in the
former ones. The same trend is observed for benzene and for all apolar fragments,

which are small enough to fill only one pocket. This means that better van der
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Waals contacts can be achieved in the pockets 1 and 3 to the detriment of electro-
static interactions of the receptor polar groups found in these regions. Except for
adamantane and propane, no energy gap is observed between the representative
positions of the first clusters of the aliphatic fragments. For the other alkyl groups
the position ranking is different for each fragment type, but the total binding en-
ergies are close to one another. The large, almost spherical, adamantane fragment
has a large energy gap (2.5 kcal/mol) between the second and the third cluster
representatives. The first two clusters are located in the pockets 2 and 4 which are
large enough to contain this fragment while cluster 3 is in between. A 2.0 kcal/mol
energy gap is observed between the representative of the first cluster of propane

located in the hydrophobic pocket 1 and the remaining ones.

Diphenylether. This fragment contains two phenyl rings linked by an oxygen
atom. Here, it was docked using both the apolar and polar vectors but the best
binding modes were obtained with the former. Due to the size-dependence of the
van der Waals interaction, the intermolecular energy is more favorable than for ben-
zene and cyclohexane and diphenylether ranks as nr. 2 among the 70 compounds of
the library. Energy gaps larger than 2.0 kcal/mol exist between the representatives
of the first and the second clusters and between the second and the remaining ones.
In the best binding mode diphenylether matches the pyridine and phenyl ring of
the SB203580 inhibitor. Some positions allow a weak hydrogen bond between the
diphenylether oxygen and the side chains of Tyr35 and Lys53.

Fragments containing a phenyl or pyridyl ring usually have the aromatic ring
in pocket 1. The position of the first cluster of 5-phenyl-1,4-benzodiazepine is very
interesting, as the 5-phenyl substituent is located in pocket 1, while the benzene
ring is in pocket 2. For fragments with mainly apolar character, the binding energies
obtained by apolar docking are more favorable than those obtained by polar seeding
(data not shown), mainly because of a more favorable van der Waals term. The
regions occupied by the clusters are also different. For example, large fragments,
as diphenylether or 5-phenyl-1,4-benzodiazepine, do not penetrate deeply into the

binding site when they are docked using polar vectors. They are placed at the
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entry of the binding site, being hydrogen-bonded to the side chain of Tyr35 or to

the backbone of the neighboring residues.

4-(4-fluorophenyl)-1-methyl-5-(4-pyridyl)-imidazole. Another interesting ex-
ample of apolar docking concerns compound 1, a close analog of a series of potent
p38 inhibitors [83, 88, 89]. Compound 1 has the best binding energy of the 70
fragments of the library and is very close to the positions of the inhibitors in the
crystallized complexes with p38 [94] (the distances between corresponding heavy
atoms range between 0.8 and 1.0 A). Interestingly, although it was placed using
the apolar vectors, the best binding mode has a good electrostatic interaction (-1.9
kcal/mol) and makes two hydrogen-bonds, with the backbone NH of Met109 and
the Lys53 side chain (Fig. 6), that are identical to those observed for the inhibitors
in the crystal structures. Similarly to what was observed for other fragments docked
using the apolar vectors, the representative of the first cluster displays a large gap

with the other cluster representatives (3 kcal/mol).
4.4.2 Polar groups

Pyridine and pyrrole are analyzed as they represent hydrogen bond acceptors and
donors, respectively. Their electrostatic interaction energy is somewhat more fa-
vorable than the one of the fragments without donors and acceptors. However, the
dominant term is still the van der Waals energy because the receptor desolvation

penalty often compensates the favorable electrostatic interaction.

Pyridine. Pyridine, as well as other fragments containing a similar ring, are
preferentially located in the hydrophobic pocket 2, accepting a hydrogen bond
from the backbone NH of Met109, as the pyridyl group of the known inhibitors
[94]. The main chain NH of Met109 is indeed the privileged partner of fragments
with a hydrogen bond acceptor. The orientation of the members of the first cluster
is very close to that of the corresponding ring in the crystallographic structure
(Fig. 7). The energy gap between the first cluster representative and the others is
almost 2 kcal/mol, although other cluster representatives of pyridine interact with

the Met109 NH. The difference is distributed among the two intermolecular terms
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and the electrostatic desolvation, but the latter seems to play a significant role
comparing the energy profiles of the first position and of the fourth and the fifth
ones, given in Table 3. The other protein partners for hydrogen bond acceptors are
mainly Lys53 and Tyr35 side chains. The latter is preferred by large fragments,
like diphenylether or 5-phenyl-1,4-benzodiazepine, for steric reasons, because it is

at the entry of the ATP binding site.

Pyrrole. Pyrrole and fragments with hydrogen bonds donors also interact pref-
erentially with the region around Met109. The main hydrogen bonds acceptors
are the main chain CO group of Met109, Gly110 and Val30. More seldom are the
side chain atoms of Tyr35, Glu71 and Asp168. Energy differences between clus-
ter representatives are rather small. Many fragments in the library contain both
donors and acceptors and occupy most of the pockets which are favorable for either
pyridine or pyrrole. For example, the representative position of the first cluster of
a-carboline is involved in two hydrogen bonds with the protein, with the backbone

donor and acceptor of Met109.
4.4.3 Charged groups

The binding energy of functional groups with formal charge(s) is much less favor-
able than the one of neutral fragments (Table 4). This is consistent with the lack
of formal charges in the known inhibitors and indicates that the electrostatic de-
solvation penalty cannot be neglected. Small or negligible energy differences are
observed between cluster representatives of charged groups, which suggests that
there is no really favorable region for the charged fragments of the SEED library
inside the ATP binding site of the p38 MAP kinase. The results obtained for ac-
etate and methylammonium are described as exemplar negatively and positively

charged fragments, respectively (Table 4).

Acetate. The preferred protein partners for acetate are the Lys53 and Arg67 side
chains, which are located above the hydrophobic pocket 3. This is also the case for
most of the negatively charged fragments. The methyl group of acetate of the fourth

cluster members is positioned in pocket 1. Argl73 and Tyr35 are the other donors
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interacting with these groups. Interestingly, the best methylphosphate (charge of
—2) is at the entry of the binding cleft and interacts with the loop containing
the consensus Gly-X-Gly-X-X-Gly sequence which is known to bind the phoshpate
group of ATP. However it has a binding energy of about 0 kcal/mol, which is much
less favorable than the one of the neutral fragments discussed above. This suggests

that the binding affinity of ATP is not due to the triphosphate moiety.

Methylammonium. Conversely to the negatively charged fragments, no posi-
tively charged compound is deeply buried into the binding site. They are mainly
found in region 4, interacting with the backbone oxygen atom of Gly110 and
Met109, as well as with the Aspl112 side chain. Other partners are the Val30

carbonyl group and Asp168 side chain.

5 Future directions

The Internet is providing an excellent opportunity for computer-aided drug design;
user-friendly, interactive and platform-independent WWW-based tools for molec-
ular modelling exist since several years [107, 108, 109] and more will emerge. In
the near future, it is expected that multicenter ligand design will become a reality
with several researchers working on the same target by library docking and calcu-
lation of binding affinities distributed on several computers connected by very fast
networks.

It is clear from this and other chapters that drug design is a really multidis-
ciplinary research field; we hope that this book will spur interest and enthusiasm
for computer-aided drug design in chemists, physicists, biologists, and computer
scientists. Although the field is not in its infancy anymore, new ideas and multi-
disciplinary approaches are required to meet the two main challenges: the accurate
estimation of binding affinity [4, 110], and the large amount of data emerging from

the genomics and proteomics endeavors [111, 112, 113].
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Nr. of atoms Nr. of H-bond Formal
Fragment heavy total confs. Acc. Don. charges
Apolar fragments
ethane 2 8 1 - - 0
propane 3 11 1 - - 0
cyclopropane 3 9 1 - - 0
2-methylpropane 4 14 1 - - 0
1-butene 4 12 4 - - 0
2-butene 4 12 2 - - 0
2-methyl-2-butene 5 15 1 - - 0
2,2-dimethylpropane 5} 17 1 - - 0
cyclopentane 5 15 1 - - 0
benzene 6 12 1 - - 0
cyclohexane 6 18 1 - - 0
adamantane 10 26 1 - - 0
dekaline 10 28 1 - - 0
naphthalene 10 18 1 - - 0
N-methylindole 10 19 1 - - 0
tetraline 10 22 1 - - 0
dibenzocyclohexane 14 26 1 - - 0
Neutral fragments with one or
more hydrogen bond groups
dimethylsulfoxyde 4 10 1 1 - 0
isopropanol 4 12 2 1 1 0
imidazole D 9 1 1 1 0
N-methylacetamide 5 12 1 1 1 0
pyrrole 5} 10 1 - 1 0
N-methyl-methylsulfonamide 6 13 1 2 1 0
oxazolidinone 6 11 1 2 1 0
pyridine 6 11 1 1 - 0
pyrimidine 6 10 1 2 - 0
2-pyrrolidinone 6 13 1 1 1 0
4-thiazolidinone 6 11 1 1 1 0
delta-valero-lactam 7 16 2 1 1 0
3,4-dihydroxy-tetrahydrofurane 7 15 4 3 2 0
phenol 7 13 1 1 1 0
tetrahydro-2-pyrimidinone 7 15 1 1 2 0
cytosine 8 13 1 2 2 0
1,2-dihydroxy-benzene 8 14 1 2 2 0
1,2-dihydroxy-cyclohexane 8 20 4 2 2 0
2,5-diketo-1,4-piperazine 8 14 2 2 2 0
uracil 8 12 1 2 2 0
indole 9 16 1 - 1 0
2-methyl-3-amino-N-methylbutanamide 9 23 18 1 2 0
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Nr. of atoms Nr. of H-bond Formal
Fragment heavy total confs. Acc. Don. charges
adenine 10 15 1 3 2 0
3,6-dimethyl-2,5-diketo-1,4-piperazine 10 20 3 2 2 0
isoquinoline 10 17 1 1 - 0
N-formyl-L-proline 10 19 8 3 1 0
quinazoline 10 16 1 2 0
quinoline 10 17 1 1 - 0
tetrahydro-quinoline 10 21 1 - 1 0
guanine 11 16 1 3 3 0
meso-inositol 12 24 1 6 6 0
alpha-carboline 13 21 1 1 1 0
beta-carboline 13 21 1 1 1 0
diphenylether 13 23 1 1 - 0
5-methyl-3-methylsulfoxyde-acetophenone 13 25 8 2 - 0
2,3,4-furantricarboxylic-acid 14 18 8 7 3 0
5-phenyl-1,4-benzodiazepine 17 29 2 2 - 0
5-phenyl-1,4-benzodiazepine-2-one 18 30 2 2 1 0
4-(4-fluorophenyl)-1-methyl-5-(4-pyridyl)-
-imidazole (1) 19 31 2 2 - 0
Charged fragments
methylammonium 2 8 1 - 1 +
methylamidine 4 11 1 - 2 +
methylguanidine D 13 1 - 3 +
tetrahydropyrrole 5 15 1 - 1 +
piperidine 6 18 1 - 1 +
benzamidine 9 18 2 - 2 +
5-amidine-indole 12 22 2 - 3 +
acetate 4 7 1 2 - -
methylsulfonate 5 8 1 3 - -
benzoic acid 9 14 1 2 - -
L-proline 8 17 2 2 1 + -
D-proline 8 17 2 2 1 + -
piperazine 6 18 1 - 2 +-+
methylphosphate 6 9 1 4 - - -




Table 2: Cluster representatives of fragments docked using the apolar vectors*

Rank Intermolecular Elect. desolvation AGpynat  Sitel
vdW  Elec Receptor Fragment
benzene
1 -14.7 -0.6 3.4 0.3 -11.6 1
2 -10.1 0.0 2.0 0.3 -7.8 2
3 -11.3 0.3 3.1 0.3 -7 3
4 -10.7 0.5 2.8 0.3 723
5 -11.0 0.1 3.6 0.3 -7.0 1
cyclohexane
1 -11.3 0.2 2.4 0.0 -8.6 4
2 -13.1 0.1 4.6 0.0 -8.5 3
3 -11.1 0.1 2.7 0.0 -8.4 2
4 -13.0 -0.0 4.7 0.0 -8.3 1
5 -9.7 0.2 3.6 0.0 -78 25
diphenylether
1 -21.3 -0.9 5.9 0.5 -16.2 1,2
2 -19.9 -0.6 6.6 0.5 -13.4 1,2
3 -18.5 0.1 6.5 0.5 -11.4 3
4 -14.4 -0.5 3.8 0.4 107 24
5 -17.0 -0.6 6.4 0.5 -10.7 3
4-(4-fluorophenyl)-1-methyl-5-(4-pyridyl)-imidazole
1 -26.0 -1.9 9.7 1.1 171 1,2
2 -20.1 0.5 4.6 0.9 -14.1 24
3 -18.8 -1.0 5.9 1.0 -129 24
4 -18.7 0.2 5.6 1.0 -11.8 24
5) -21.1 -1.9 10.9 1.0 -11.2 1,2

*All energies are in kcal/mol.

fSum of the values in the four preceding columns, i.e., intermolecular
interaction and electrostatics desolvation energies.

!Numbering of the hydrophobic pockets as defined in Fig. 3.
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Table 3: Cluster representatives of fragments docked using polar vectors*

Rank Intermolecular Elect. desolvation  AGy,s! HB partners
vdW  Elec Receptor Fragment
pyridine
1 -9.1 -0.6 1.4 0.8 -7.4 Met109-NH
2 -8.5 -2.0 4.1 0.8 -5.6  Lysh3
3 -7.6 0.1 1.3 0.8 -5.4 Met109-NH
4 -9.2 -1.6 4.9 0.8 -5.1 Lysb3
5 -9.1 -2.2 6.1 0.8 -4.4  Lysh3
pyrrole
1 -6.6 -0.3 1.1 0.3 -5.5 Met109-CO
2 -5.0 -0.5 0.8 0.3 -4.4 Val30-CO
3 -5.0 -0.4 1.0 0.3 -4.0 Val30-CO
4 -4.8 -0.5 1.3 0.3 -3.7 Met109-CO
5 -4.7 -0.3 1.1 0.3 -3.6  Gly110-CO

*All energies are in kcal/mol.
fSum of the values in the four preceding columns, i.e., intermolecular interaction and
electrostatics desolvation energies.

Table 4: Cluster representatives of charged fragments*

Rank Intermolecular Elect. desolvation  AGy,;| HB partners
vdW  Elec Receptor Fragment
acetate
1 -6.1 -7.5 3.6 7.6 -2.4  Arg67-H"! Lys53-H¢3
2 -5.9 -7.7 3.5 7.7 -2.4  Arg67-H"' Lys53-H¢3
3 -5.4 -8.1 3.4 7.9 -2.2  Arg67-H"! Lys53-H¢3
4 -8.5 -4.2 3.0 7.6 -2.1 Lys53-H¢!
5 -4.9 -8.2 3.3 8.2 -1.6  Lys53-H¢® Arg67-H"?!
methylammonium
1 -1.9 -6.1 1.2 3.9 -2.9 Gly110-CO
2 -3.5 -3.7 1.2 3.2 -2.8  Aspl112-0??
3 -3.8 -3.6 0.9 4.3 -2.3  Gly110-CO
4 -5.4 -5.0 1.0 7.3 -2.0 Gly110-CO
5 -1.3 -6.9 1.6 4.7 -1.9 Met109-CO

*All energies are in kcal/mol.
fSum of the values in the four preceding columns, i.e., intermolecular interaction and elec-
trostatics desolvation energies.
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Figure legends

Figure 1. Flow-chart of the program SEED. The fast van der Waals energy is
evaluated by trilinear interpolation [114] from a grid (look-up table) using the ge-
ometric mean approximation [115, 116, 117, 118]. The fast total energy includes

solvation and will be presented elsewhere (Majeux et al., submitted).

Figure 2. Relaxed-eyes stereoview of benzene, acetone, and pyrrole docked by
SEED around a tyrosine side chain. The benzene groups are distributed above
and below the plane of the tyrosine phenolic ring, while pyrrole and acetone frag-
ments are involved in hydrogen bonds with the tyrosine hydroxyl as donors and
acceptors, respectively. Carbon atoms are black, oxygen and nitrogen atoms dark

gray, and hydrogen atoms light gray. Hydrogen bonds are drawn with dashed lines.

Figure 3. ATP binding site in the p38 MAP kinase (PDB file 1a9u, [94]). (Top)
The hydrophobic pockets are colored in green using the hydrophobicity map ap-
proach [61]. They are referenced by numbers. The figure was made with GRASP
[119]. (Bottom) The yellow spheres represent the most hydrophobic points [61] in
the binding site. The residues lining the binding site are displayed with cylinders.
The molecular surface, calculated with the Connolly algorithm [120], is displayed
by white dots.

Figure 4. Molscript picture [121] of the p38 MAP kinase (PDB file 1a9u, [94]).

Figure 5. Chemical structure of a series of potent and selective p38 inhibitors
[94]. X = N, CH; Y = N, CH; Ry = H, methylcyclopropyl, piperidinyl; Ry = H,
4-methylsulfinylphenyl, piperidinyl; R3 = H, F; Ry = H, I, CF3. Compound 1 of
the SEED fragment library is 4-(4-fluorophenyl)-1-methyl-5-(4-pyridyl)-imidazole,
ie., Ry =CH3, R, =H,R3 =F, Ry =H, X=CH, Y = N.

Figure 6. Relaxed-eyes stereoview of the p38 MAP kinase binding site (thin
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lines) with the SB203580 inhibitor [94] (medium lines, green carbon atoms), and a
close analog, i.e., compound 1 (thick lines), docked by SEED. Oxygen atoms are
colored in red, nitrogen in blue, sulfur in yellow, and hydrogen in cyan. Hydrogen

bonds are shown by a red dashed line.

Figure 7. Relaxed-eyes stereoview of the ten best benzenes and pyridines docked
by SEED into the p38 MAP kinase. The bound conformation of the SB203580
inhibitor [94] is displayed to show that the ten best benzenes and pyridines match

the corresponding groups of SB203580.



